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The Iterative Nature of a Class of Economic Dynamics

Shilei Wang∗

Abstract This work aims to demonstrate a rather specific “iterative nature” existing in a class
of regular economic dynamics by revisiting two typical economic concepts as informative ex-
amples, viz., random utility and stochastic growth. We begin with a formal treatment of discrete
dynamical system and its popular derivation, iterated function system, so that a solid foundation
could be laid for our analysis of economic dynamics. Two economic systems afterwards are
constructed to show how random utility function and stochastic growth in a classical economy
could be essentially driven by some iterative elements. Besides, our analyses also implicitly
show that a quite complex economic dynamics carrying substantial randomness could basically
originate in some fairly simple dynamic principles.
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1. Introduction

The present paper deals with economic dynamics in a very specific way with a quite
general objective yet, that is, characterizing some critical and widely existent nature
in a class of economic dynamics. A number of somewhat popular terms are usually
adopted to describe economic dynamics, say “complex” and “chaotic” (cf., Goodwin
1990; Lorenz 1993; Tu 1994; Day 1994, 1999), which both convey that the basic
mechanism of economic dynamics should be in essence highly hard to capture. In this
work, we do not plan to argue this viewpoint, however do plan to see its negation, that
some fairly simple economic principles could also generate complex or even chaotic
properties.

The economic science used to study static models, and discuss their equilibria and
comparative statics thereof. That being said, a great number of dynamic models have
been developed, such as bifurcation phenomena in a delayed demand-supply system
(cf., Leontief 1934; Kaldor 1934; Ezekiel 1938), chaotic properties in models of op-
timal economic growth (cf., Day 1983; Benhabib and Nishimura 1985; Boldrin and
Montrucchio 1986), and nowadays many investigations on financial market dynamics.
Evidently, the literature on economic dynamics, nonlinearity, and complexity is vast
and also tends to be diverse, yet there is a lack of closely relevant ones to this article
and hence we shall pass such potential references directly to our writing.
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The technical foundations are written in Section 2 and 3, and they are followed by
two economic systems which in some sense are artificial. In Section 4, we study ran-
dom utility function, and show different approaches of randomness aggregation in time
preference. In Section 5, a classical economy driven by consumption and production
is reconsidered. We show that a multiplicative shock in that economy could produce
a stochastic growth which is determined equivalently by an iterated linear function
system on one scaled real interval.

2. Discrete dynamical system

Throughout this article, we will use R+ to mean the nonnegative real numbers, and use
Z+ and Z− to mean the nonnegative and nonpositive integers. For any sets X and Y ,
X ×Y denotes their Cartesian product. Let the state space and time domain be X and Z,
respectively. Suppose the state space X is a metric space with a metric d : X ×X →R+.

Definition 1. A discrete dynamical system on X is a pair (X , f ) with xn+1 = f (xn) for
all xn,xn+1 ∈ X and all n ∈ Z, where f : X → X is of class C0.

The trajectory passing through a state x ∈ X is

γ(x) = { f n(x) : n ∈ Z}, (1)

and its positive and negative semi-trajectories are

γ
+(x) = { f n(x) : n ∈ Z+}, γ

−(x) = { f n(x) : n ∈ Z−}.

Evidently, the positive semi-trajectory γ+(x) also represents the motion starting from
the state x.

A state x is an equilibrium state, if γ(x) = {x}, or f (x) = x. A state y is an ω-limit
state for an initial state x if limn↑+∞ f n(x) = y, and the set of all such ω-limit states is
called the ω-limit set of x, and denoted by ω(x). A set of states S ⊆ X is invariant if
f (S) = S. Note that any nonempty ω-limit set should be invariant, and thus we have
f

ω(x)


= ω(x) for all ω(x) 6= /0.

A set of states A ⊆ X is an attractor, if there is a neighborhood N(A,ε) such that
f

N(A,ε)


⊆ N(A,ε) and

ω

N(A,ε)


=


n∈Z+

f nN(A,ε)

= A,

but no proper subset of A has such properties (cf., Milnor 1985).
A state x (and also the motion γ+(x)) is periodic, if there is a k ∈ Z+ such that

f k(x) = x, and the minimal k ∈ Z+ satisfying f k(x) = x is the period of γ+(x). If the
period of γ+(x) is 1, then f (x) = x, and thus x is actually an equilibrium state. If the
period of γ+(x) is p <+∞, then

γ
+(x) =


x, f (x), . . . , f p(x)


.
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A state x is called finally periodic, if there is an m ∈ Z+ such that f n(x) is a periodic
state for all n ≥ m, or equivalently stating, there is some p ∈ Z+ such that f n+p(x) =
f n(x) for all n ≥ m. A state x is called asymptotically periodic, if there is a y ∈ X such
that

lim
n↑+∞

d


f n(x), f n(y)

= 0. (2)

In case the state space X ⊆ R and it is compact, one would have the following
theorem:

Theorem 1. (Li and Yorke 1975) Suppose X is an interval in R, and f : X → X is
of class C0. If there exists a motion of period 3 in (X , f ), viz., there are three distinct
states x,y,z ∈ X such that f (x) = y, f (y) = z, and f (z) = x, then there is some motion
of period n in (X , f ) for all n ∈ N.

Proof. Let <S denote Šarkovskii’s order on N, then we have

3 <S 5 <S 7 <S · · ·<S 2n <S 2n−1 <S · · ·<S 22 <S 2 <S 1.

By Šarkovskii’s (1964) theorem, if (X , f ) has a motion of period m, then it must have
some motion of period m′ with m <S m′. Since 3 <S n for all n 6= 3, and there is a
motion of period 3 in (X , f ), the statement will thus directly follow. �

A generic dynamical system is chaotic if its dynamics sensitively depend on the
initial state, and its states are transitive. For the moment, a discrete dynamical system
(X , f ) is called chaotic if it satisfies

(i) for all x ∈ X and any ε > 0, there is a δ > 0 such that d


f n(x), f n(y)

> ε for all

y ∈ N(x,δ ) and some n ∈ Z+,

(ii) for all S1,S2 ⊆ X , there is an n ∈ Z+ such that f n(S1)∩S2 6= /0.

In particular, when X ⊆R is compact, and f is of class C0, an alternative definition
of chaos can be proposed in the sense of Li and Yorke (1975).

Definition 2. A discrete dynamical system (X , f ) is nonperiodically chaotic, if there
is an uncountable set S ⊆ X such that

(i) limsupn↑+∞ d


f n(x), f n(y)

> 0 for all distinct x,y ∈ S,

(ii) liminfn↑+∞ d


f n(x), f n(y)

= 0 for all distinct x,y ∈ S,

(iii) for all z ∈ X periodic, limsupn↑+∞ d


f n(x), f n(z)

> 0 for all x ∈ S.

It might be noticed that nonperiodic chaos is a slightly weaker concept than chaos
itself. That’s to say, if a discrete dynamical system on X ⊆R is chaotic, then it must be
nonperiodically chaotic as well; but if a discrete dynamical system is nonperiodically
chaotic, it may not be chaotic.

The reason behind such an assertion is constructive. It (X ,F) is nonperiodically
chaotic, then there is at most one asymptotically periodic state in S. Now suppose
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a state u ∈ X is not asymptotically periodic, then ω(u) should have infinitely many
states. Let V ⊆ ω(u) be the (minimally invariant) kernel of ω(u), and suppose there is
some v ∈ X such that V = ω(v), which hence again contains infinitely many states. Let
U = X \V , then f n(V )∩U = /0 for all n ∈Z+, and therefore V and U are not transitive,
which then implies (X , f ) is not chaotic.

3. Iterated function system

Let’s now consider a collection of contractive functions defined on the state space
X with the metric d. Here, a function f : X → X is called contractive, if there is a
λ ∈ (0,1) such that d


f (x), f (y)


≤ λd(x,y) for all x,y ∈ X .

Let IN denote an index set with N elements for N ≥ 2 finite. Let

F = { fi : i ∈ IN},

where fi : X → X is contractive and of class C0 for all i ∈ IN .

Definition 3. The pair (X ,F) is called an iterated function system, if (X , fi) is a discrete
dynamical system for all i ∈ IN .

Suppose X is compact, and let Q(X) denote the collection of all the nonempty
compact subsets of X . Then Q(X) with the Hausdorff metric dH is a compact metric
space, where the Hausdorff metric dH on Q(X) can be defined by the metric d on X ,
i.e., for all U,V ∈Q(X)

dH(U,V ) = sup
u∈U, v∈V


d(u,V ),d(v,U)


,

in which d(u,V ) = infv∈V d(u,v) and d(v,U) = infu∈U d(v,u).
Define a mapping H : Q(X)→Q(X), such that for all B ∈Q(X),

H(B) =


i∈IN

fi(B). (3)

Here, H is called the Hutchinson operator (Hutchinson 1981). Moreover, we define
Hn by the recursion Hn = H ◦Hn−1 with H0 = idQ(X), where n ∈Z and idQ(X) denotes
the identity mapping on Q(X).

Definition 4. A ∈ Q(X) is called an attractor of (X ,F), if there is a neighborhood
N(A,ε) ∈Q(X) such that

H

N(A,ε)


⊆ N(A,ε),


n∈Z+

HnN(A,ε)

= A,

and no proper subset of A in Q(X) has such properties.

Theorem 2. (X ,F) has a unique attractor A with H(A) = A.
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Proof. For all fi ∈ F , there is a λi ∈ (0,1) such that for all x,y ∈ X ,

d


fi(x), fi(y)

≤ λid(x,y).

Let λ = maxi∈IN λi, then λ ∈ (0,1) as well. Note that for all U,V ∈Q(X) we have

dH

H(U),H(V )


≤ sup

i∈IN
dH


fi(U), fi(V )


≤ sup

i∈IN
λidH(U,V )≤ λdH(U,V ),

thus by the Banach fixed point theorem, there is a unique A∈Q(X) such that H(A)=A,
and limn↑+∞ Hn(B) = A for all B ∈ Q(X). And clearly, there exists a neighborhood
N(A,ε) ∈Q(X) serving as a basin of A.

We then show that any B 6= A in Q(X) can not be an attractor of (X ,F), which
would imply A is the unique attractor of (X ,F), and thus completes our proof. First of
all, any B ⊃ A can not be an attractor of (X ,F), as for all ε > 0

n∈Z+

HnN(B,ε)

⊆ A ⊂ B.

Next, any B ⊂ A also can not be an attractor of (X ,F), otherwise we would have

lim
n↑+∞

HnN(B,ε)

= B ⊂ A,

a contradiction. �

Now consider the space Iω
N , and for all µ ∈ Iω

N we write

µ = (µn, n ∈ N) = (µ1,µ2, . . . ,µω),

where µn ∈ IN for all n ∈ N. The Baire metric between all µ,υ ∈ Iω
N is

dB(µ,υ) = 2−m,

where m = min{n ∈ N : µn 6= υn}. Clearly, (Iω
N ,dB) is a compact metric space. Let’s

define a mapping C : Iω
N ×Q(X)→Q(X), such that for all µ ∈ Iω

N and S ∈Q(X),

C(µ,S) =


n∈N
fµω

◦ · · · ◦ fµn+1 ◦ fµn(S). (4)

Note in addition that the motion of any state x ∈ S can be expressed as

γ
+(x) = { fµn ◦ · · · ◦ fµ2 ◦ fµ1(x) : n ∈ N}.

Suppose B(A) = N(A,ε) for some ε > 0 is a basin of the attractor A, then for all
S ⊆ B(A) and µ ∈ Iω

N , we have C(µ,S)⊆ A, and hence one can write

C

Iω
N ,B(A)


= A. (5)
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It therefore suggests that the attractor A of (X ,F) could be practically attained by all
the ω-permutations of the transition rules in F .

Suppose there is some probability measure on Iω
N , and in particular, we shall assume

it is stationary, so that it can be fully characterized by a discrete probability measure on
IN . Let π : IN → [0,1] denote such a probability measure, which satisfies ∑i∈IN π(i) = 1.
As a consequence, at any time a function fi stands out in F with a probability π(i) for
all i ∈ IN .

Definition 5. The triplet (X ,F,π) is called an iterated random function system.

Let σn be a random variable, such that Prob(σn = i) = π(i) for all i ∈ IN . The
transition function at a time n ∈ Z can thus be denoted by a randomly indexed function
fσn . Let a random variable Zn denote the stochastic state in the system (X ,F,π) at the
time n ∈ Z, then we have

Zn+1 = fσn+1(Zn). (6)

Suppose the initial time is 0, and the initial state is x ∈ X , then the random motion
can be written as

Γ
+(x) = {Zn : n ∈ Z+},

in which Z0 = x, Z1 = fσ1(x), and Zn = fσn(Zn−1) for all n ≥ 2.
Note that the stochastic process (Zn, n ∈ N) is in effect a Markov chain, and it is

equivalent to the iterated random function system (X ,F,π) (cf., Diaconis and Freed-
man 1999). Suppose Zn = z, then Prob(Zn+1 ∈ S) for some S ⊆ X takes the following
value

P(z,S) = ∑
i∈IN

π(i)1S


fi(z)

, (7)

where the characteristic function 1S is defined as

1S(x) =


1 if x ∈ S

0 if x /∈ S

When S is a Borel subset of X , there should be an invariant probability measure ρ ,
such that

ρ(S) =


X
P(z,S)dρ(z) = ∑

i∈IN

π(i)ρ


f−1
i (S)


. (8)

Here, ρ is called a π-balanced measure for (X ,F,π), as was proposed by Barnsley and
Demko (1985).

Let R(ρ) denote the support of ρ , then R(ρ) = {x ∈ X : ρ(x) 6= 0} and hence

R(ρ) =


i∈IN

fi

R(ρ)


= H


R(ρ)


. (9)

By Theorem 2, it directly appears that R(ρ) = A, and therefore the support of
a π-balanced measure for (X ,F,π) is exactly the unique attractor A of (X ,F) for all π .
As a result, we can see that the attractor A of (X ,F) can also be attained by a random
ω-permutation of transition rules in F .
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Example 1. Let’s assume X = [0,1], I2 = {a,b}, π(a) = π(b) = 0.5, and F = { fa, fb}
with

fa : x →→ x/3, fb : x →→ x/3+2/3.

The iterated random function system (X ,F,π) is clearly equivalent to the following
autoregressive process,

Zn+1 = Zn/3+ εn+1 (n ∈ Z+), (10)

where Z0 is deterministic, and for all n ∈ N

Prob(εn = 0) = Prob(εn = 2/3) = 0.5.

The iterated function system (X ,F) has a unique attractor A as a Cantor ternary set,
that is,

A =


∑
n∈N

xn/3n : (xn, n ∈ N) ∈ {0,2}ω


. (11)

Let
Bk =


∑
n≥k

xn/3n : (xn, n ≥ k) ∈ {0,2}ω


(k ∈ N),

then B1 = A and B2 = A/3, and thus

fa(A) = B2, fb(A) = B2 +2/3,

which yield fa(A)∪ fb(A) = B1. Recall that H = fa ∪ fb is the Hutchinson operator for
(X ,F), one can thus write H(A) = A.

In practice, the attractor A can be realized by a random motion with any initial state
x ∈ [0,1] in (X ,F,π). There are two cases to consider.

If x ∈ A, then Γ+(x) = A almost surely. If x /∈ A, then there should be a finite
sequence (x1,x2, . . . ,xk) ∈ {0,2}k, such that

x =
k

∑
n=1

xn/3n + rk(x),

where rk(x) ≤ 1/3k. Clearly, rk(x) will tend to be 0 when k goes to infinity. Now we
have Z1 = x/3+ε1 =Y1 + rk(x)/3, where Y1 = ∑

k
n=1 xn/3n+1 +ε1 ∈ A, and in general,

Zm =Ym+ rk(x)/3m, where Ym ∈ A and rk(x)/3m ≤ 1/3m+k. Evidently, there should be
an ` such that Z` ∈ A, which suggests Γ+(Z`) = A almost surely.

4. Random utility

Consider a generic agent w in a large group W , and suppose w has a preference relation
by nature. Let X denote a decision state space for the group W , and let & be a weak
order on X such that

(i) either x & y or y & x for all x,y ∈ X ,
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(ii) x & y and y & z implies x & z for all x,y,z ∈ X .

So & can serve as a rational preference relation for w. In particular, we shall assume
that there is a utility function u : X → R such that for all x,y ∈ X ,

x & y ⇐⇒ u(x)≥ u(y).

Let P(X) be the power set of X . A mapping C : P(X) → P(X) is called a choice
function if /0 6=C(Y )⊆ Y for all nonempty Y ∈ P(X).

If y ∈ C(Y ) for some y ∈ Y , and meanwhile, u(y) ≥ u(x) for all x ∈ Y , we say the
choice made by w matches to her preference relation. It should be noted that there
are two implicit assumptions under this statement, i.e., the choices made by w can be
perfectly observed, and w can perfectly identify and also intentionally apply her pre-
ference relation. However, it seems that empirical verifications would be unable to
simultaneously support these two intertwined assumptions. The reason is that obser-
vations about the choices made by w are reasonable only if w does make her choices
complying with her preference relation, and on the other hand, the true preference re-
lation of w can be thought of as identifiable only if observations about her choices are
perfect.

To overcome such difficulties in empirical verifications of consistency of choice
and preference, we have to set one assumption ad hoc true, so that we could verify the
other one. To begin with, if the preference relation of w is supposed to be perfectly
identifiable and intentionally applied by w herself, then it will become possible to infer
it from observations about her choices with some confidence level. This approach
appeared in a study on stochastic utility model estimation by Manski (1975).

Let v : X → R denote a utility function consistent with observations about the
choices made by w. And we shall say v(x) is the observed utility if a choice x ∈ X
has been observed. It thus appears to us that

u(x) = v(x)+ ε(x), (12)

where ε(x) denotes a “noise” function that might be independently distributed for all
x∈X . In particular, the choice x can be assumed to be characterized by n independently
observed attributes, J(x) ∈ Rn, thus v(x) admits a linearly parametric model v(x) =
β ′J(x) for β ∈ Rn. In consequence, we have

u(x) = β
′J(x)+ ε(x), (12′)

in which the estimation β̂ is determined by the observed data J(x) for x ∈ S, where
S ⊆ X is a certain sample.

On the other hand, if the choices made by w are supposed to be perfectly observed,
then we could discuss her identification of the true preference relation. In practice, the
true preference relation might be only partially identified by w, but it should not be
totally vague to her, even if she had an extremely limited cognitive ability. Suppose w
has a collection of observable utility functions, which can represent her identified pre-
ference relations in different situations, and all these utility functions have an identical
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kernel as her invariant knowledge of her true preference relation.

Let IN be a finite index set with |IN |= N ≥ 2, and let vi : X →R be a utility function
of w for all i∈ IN . Suppose u : X →R is the kernel utility function of all vi for i∈ IN . Let
Xu = u(X), then Xu ⊆R. And for all i ∈ IN , there is a contractive function fi : Xu → Xu
such that vi = f i ◦ u, or vi(x) = fi


u(x)


for all x ∈ X . Clearly, {vi : i ∈ IN} on the

domain X is now equivalent to F = { fi : i ∈ IN} on the domain Xu.

Suppose w makes her choices along the time domain Z+ in such a way that at each
time t ∈ N, she picks a function fi ∈ F to form her utility function

ut = fi ◦ut−1, (13)

where ut−1 is her utility function at the time t −1. More concretely, at the initial time
0, the utility function of w is set as her kernel utility function, i.e., u0(x) = u(x), and
at the time 1, her utility function is u1(x) = fi


u(x)


for some i ∈ IN . In general, at

any time t ∈ N, her utility function is ut(x) = fi

ut−1(x)


for some i ∈ IN . Here, the

sequence of utility functions

ut(x), t ∈ Z+


can be considered as a general extension

of a normal discounted utility function series, and in terms of time preference, we
actually generalize (&, t ∈ Z+) to (&t , t ∈ Z+), where &t varies across time.

For the moment, we should notice that (ut(x), t ∈Z+) is completely determined by
the iterated function system (Xu,F). By Theorem 2, one can directly see that (Xu,F)
has a unique attractor, say A ⊆ Xu, such that A =


i∈IN fi(A). It thus suggests that some

kernel utilities in A could be reached by w in the long term.

Let π denote a probability measure on IN , then an iterated random function system
(Xu,F,π) will emerge. By (6), we obtain

Ut+1(x) = fσt+1


Ut(x)


(t ∈ Z+), (14)

where U0(x) = u(x), and Ut(x) denotes the random utility function at the time t.

If fi(x) = ρix for all i ∈ IN , where ρi ∈ (0,1) and ρi 6= ρ j for all distinct i, j ∈ IN ,
then (14) will be

Ut+1(x) = ξt+1Ut(x) (t ∈ Z+), (14′)

where Prob(ξt = ρi) = π(i) for all i ∈ In and all t ∈ N. Thus at any time t ∈ N, the
random utility function of w is

Ut(x) =
 t

∏
n=1

ξn


u(x) = exp

 t

∑
n=1

logξn


u(x) = exp


−

t

∑
n=1

log(1/ξn)


u(x).

Let δt = ∑
t
n=1 log(1/ξn), then the random utility function of w at t ∈ N can be written

as
Ut(x) = e−δt u(x). (15)

When t goes to infinity, δt will approach infinity, and thus Ut(x) will approach zero
almost surely for all choice x.
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If fi(x) = ρx+ ri for all i ∈ IN , where ρ ∈ (0,1), ri > 0, and ri 6= r j for all distinct
i, j ∈ IN , then (14) will be

Ut+1(x) = ρUt(x)+θt+1 (t ∈ Z+), (14′′)

in which once again Prob(θt = ri) = π(i). At any time t ∈ N, the random utility func-
tion of w then becomes

Ut(x) = ρ
tu(x)+

t

∑
n=1

ρ
t−n

θn. (16)

Note that ρ tu(x) will vanish when t goes to infinity, but the remaining part will not
converge almost surely, as a new piece of randomness θt will emerge at each time t.

5. Stochastic growth

Consider an economy with a production function Y =F(K,L), where Y,K,L denote the
total production, the capital input, and the labor supply in the economy, respectively.
Let y = Y/L and k = K/L, and suppose F(K,L) is a homogeneous function of degree
1, then Y/L = F(K/L,1). Define f (k) = F(K/L,1), thus the production technology of
a generic agent w in that economy can be represented by

y = f (k) (k ∈ R+). (17)

As typically assumed, f (k) should satisfy that for all k ∈ R+

f ′(k)> 0, f ′′(k)< 0,

and the following Inada conditions, which are usually named after K. Inada, but also
partly attributed to H. Uzawa (Uzawa 1961),

lim
k↓0

f ′(k) = +∞, lim
k↑+∞

f ′(k) = 0.

Let’s now introduce a stochastic factor ξ into the economy, so that the production
technology of w can be expressed as

y = f (k,ξ ) (k ∈ R+). (18)

In case k and ξ are separable, we could consider two fundamental cases, i.e., ξ is an
additive shock to f (k), or ξ is a multiplicative shock to f (k). Similar to the studies by
Mitra et al. (2004), and Mitra and Privileggi (2009), we shall also focus on the latter
case, and rewrite the technology (18) as

y = ξ f (k) (k ∈ R+), (18′)

where ξ > 0 is a random variable. In practice, we can assume that the support of ξ is
{λi : i ∈ IN}, where IN is a finite index set with |IN |= N ≥ 2, and there is a probability
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measure π on IN , such that Prob(ξ = λi) = π(i) for all i ∈ IN .
In addition, the consumption and investment which are both necessary parts of a

sustainable economy, are denoted by C and E, thus we should have Y = C+E. Let
c=C/L and e=E/L, then the income identity for w is y= c+e. Suppose the economy
functions on the time domain Z+, so that the economic variables all become discretely
time-dependent, that is, yt ,kt ,ct ,et ,ξt for t ∈ Z+, then the economy can be represented
by the following system: 

yt = ξt f (kt)

yt = ct + et

kt+1 = et

in which k0 6= 0 is the initial capital input, and ξt ,ξt ′ are independent for all distinct
t, t ′ ∈ Z+.

Suppose w has a stationary utility function in her consumption c which is written
as u(c), such that u′(c) > 0 and u′′(c) < 0 for all c ∈ R+, and limc↓0 u′(c) = +∞,
then it clearly appears that ct > 0 at any time t ∈ Z+. Assume the time preference of
w can be characterized by a regular discounting ρ ∈ (0,1), then her additive utilities
from a deterministic consumption flow (c0,c1, . . . ,ct) for t ∈ Z+, can be expressed as
∑

t
n=0 ρnu(cn).

The steady growth path of the economy is thus determined by the equilibrium of
the decision-making process for w. In other words, w maximizes

E0 ∑
t∈Z+

ρ
tu(ct),

subject to ct = ξt f (kt)−kt+1 for all t ∈ Z+ with k0 > 0 initially given. Here, we apply
Et to denote the expectation operator at a time t ∈ Z+.

Recall that an optimal consumption flow (ct , t ∈ Z+) should satisfy the following
Euler equation,

u′(ct) = ρ Et

ξt+1 f ′(kt+1)u′(ct+1)


. (19)

Since kt+1 = yt − ct , (19) is equivalent to

u′(ct) = ρ f ′(yt − ct)Et

ξt+1u′(ct+1)


. (19′)

There should be a real function ϕ such that ct = ϕ(yt) for all ct in the optimal con-
sumption flow, which yields kt+1 = yt −ϕ(yt), and thus

yt+1 = ξt+1 f (kt+1) = ξt+1 f

yt −ϕ(yt)


.

Let ψ(y) = f

y−ϕ(y)


, then we have the following stochastic growth process:

yt+1 = ξt+1ψ(yt) (t ∈ Z+). (20)

Let XY ⊆R+ be an invariant support set for yt driven by the above process (20), so that
yt ∈ XY at any t ∈ Z+. Define gi(y) = λiψ(y) for all y ∈ XY . Let G = {gi : i ∈ IN},
then the stochastic growth process (yt , t ∈ Z+) as is determined by (20) should be
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equivalent to the iterated random function system (XY ,G,π).
Corresponding to the optimal consumption flow, the following optimal capital flow

would directly come out,

kt+1 = yt −ϕ(yt) = ξt f (kt)−ϕ

ξt f (kt)


, (21)

which can also be supposed to admit an invariant support set XK ⊆ R+. Define

mi(k) = λi f (k)−ϕ

λi f (k)


,

and let M = {mi : i ∈ IN}, then we have another iterated random function system
(XK ,M,π), which in a sense is conjugate to the former (XY ,G,π).

Example 2. Take IN = {a,b}, f (k) = 3√k, and u(c) = logc. Let’s suppose (ξt , t ∈ Z+)
is a Bernoulli process with

Prob(ξt = λa) = q, Prob(ξt = λb) = 1−q,

where q ∈ (0,1), and
1/λ

2
a < λb < 1 < λa < 1/λb.

It thus suggests that the shock is either positive or negative, while the negative shock
would not make the economy vanish as λbλ 2

a > 1, and the positive shock would not
make it too expansive as λaλb < 1.

In the optimal consumption flow (ct , t ∈ Z+), we might see that ct = (1−ρ/3)yt ,
which yields ϕ(yt) = (1−ρ/3)yt , and thus the optimal capital flow is determined by
the formula

kt+1 = ρyt/3 = ρξt
3


kt/3.

Let κt = logkt , then we have

κt+1 = κt/3+ logξt + log(ρ/3),

which should have an invariant support interval [α,β ]⊂ R.
We now have the following two affine functions:

`a(κ) = κ/3+


logλa + log(ρ/3)

, `b(κ) = κ/3+


logλb + log(ρ/3)


.

Let Λ = {`a, `b}, then ([α,β ],Λ) is an iterated function system. Notice that

β/3+


logλa + log(ρ/3)

= β , α/3+


logλb + log(ρ/3)


= α,

so logλa + log(ρ/3) = 2β/3 and logλb + log(ρ/3) = 2α/3, and thus `a(κ) and `b(κ)
can be also written as

`a(κ) = κ/3+2β/3, `b(κ) = κ/3+2α/3,

where β > α because λa > λb. Let z = (κ −α)/(β −α), then Λ on [α,β ] can be
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transformed into a pair of functions defined on [0,1], i.e.,

Z = {z/3,z/3+2/3}.

It therefore appears that ([α,β ],Λ) is equivalent to the iterated function system
([0,1],Z). By Example 1, we know that the unique attractor of ([0,1],Z) is the Cantor
ternary set, and thus the attractor of ([α,β ],Λ) should be also a Cantor set, which then
conveys that the dynamics of the optimal stochastic growth in the economy should be
essentially chaotic.

6. Concluding remarks

In this article, we have demonstrated by example how a plain mechanism could gen-
erate a complex economic system with increasing disorder through the iteration pro-
cess. In reality, economic systems usually themselves show very complicated dynam-
ics which could be observed and recorded. For example, the quote dynamics in a
security market are erratic and occasionally trapped in catastrophes. People are in-
clined to understand such “irregular” phenomena from the statistical viewpoint, that is,
the dynamics should be replicated by a certain skeleton with some additional random-
ness or perturbation. With a flavor of this work, one might perceive a quite different
approach to interpret the irregularity, that is, the dynamics might be driven by some
deterministic rules, and the irregularity emerges as a form of chaos.

Acknowledgments The author is grateful to two reviewers, whose comments and
suggestions should have made the present article more clear and rigorous.

References

Barnsley, M. F. and Demko, S. (1985). Iterated function systems and the global con-
struction of fractals. Proceedings of the Royal Society of London A, 399(1817),
243–275.

Benhabib, J. and Nishimura, K. (1985). Competitive equilibrium cycles. Journal of
Economic Theory, 35(2), 284–306.

Boldrin, M. and Montrucchio, L. (1986). On the indeterminacy of capital accumulation
paths. Journal of Economic Theory, 40(1), 26–39.

Day, R. H. (1983). The emergence of chaos from classical economic growth. Quarterly
Journal of Economics, 98(2), 201–213.

Day, R. H. (1994). Complex Economic Dynamics: Vol. I, An Introduction to Dynamical
Systems and Market Mechanisms. Cambridge, MIT Press.

Day, R. H. (1999). Complex Economic Dynamics: Vol. II, An Introduction to Macroe-
conomic Dynamics. Cambridge, MIT Press.

Diaconis, P. and Freedman, D. (1999). Iterated random functions. SIAM Review, 41(1),
45–76.

Czech Economic Review, vol. 9, no. 3 167



S. Wang

Ezekiel, M. (1938). The cobweb theorem. Quarterly Journal of Economics, 52(2),
255–280.

Goodwin, R. M. (1990). Chaotic Economic Dynamics. New York, Oxford University
Press.

Hutchinson, J. E. (1981). Fractals and self similarity. Indiana University Mathematics
Journal, 30(5), 713–747.

Kaldor, N. (1934). A classificatory note on the determinateness of equilibrium. Review
of Economic Studies, 1(2), 122–136.

Leontief, W. (1934). Delayed adjustment of supply and partial equilibrium. Journal of
Economics, 5(5), 670–676. (in German)

Li, T.-Y. and Yorke, J. A. (1975). Period three implies chaos. American Mathematical
Monthly, 82(10), 985–992.

Lorenz, H.-W. (1993). Nonlinear Dynamical Economics and Chaotic Motion, 2nd edi-
tion. Berlin, Springer-Verlag.

Manski, C. F. (1975). Maximum score estimation of the stochastic utility model of
choice. Journal of Econometrics, 3(3), 205–228.

Milnor, J. (1985). On the concept of attractor. Communications in Mathematical
Physics, 99(2), 177–195.

Mitra, T., Montrucchio, L. and Privileggi, F. (2004). The nature of the steady state in
models of optimal growth under uncertainty. Economic Theory, 23(1), 39–71.

Mitra, T. and Privileggi, F. (2009). On Lipschitz continuity of the iterated function
system in a stochastic optimal growth model. Journal of Mathematical Economics,
45(1–2), 185–198.
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